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Outer Approximations of Minkowski Operations on Complex Sets via
Sum-of-Squares Optimization

James Guthrie and Enrique Mallada

Abstract— We study the problem of finding closed-form outer
approximations of Minkowski sums and products of sets in
the complex plane. Using polar coordinates, we pose this as
an optimization problem in which we find a pair of contours
that give lower and upper bounds on the radial distance at
a given angle. Through a series of variable transformations
we rewrite this as a sum-of-squares optimization problem.
Numerical examples are given to demonstrate the performance.

I. INTRODUCTION

Set operations on complex sets naturally arise in many
control applications [1], [2]. The most prominent is robust-
ness analysis in which the Nyquist criterion is used to assess
the stability of a control system. Given a plant P(s) and
associated controller C(s), the Nyquist stability criterion
involves plotting their product as s travels along a contour of
the right half plane [3]. If both plant and controller are known
exactly, the numerical evaluation of this criterion at a given
s involves a simple product of two points in the complex
plane. Uncertainty in the plant and controller leads to these
points becoming sets in the complex plane. Evaluation of
the stability criterion then involves determining all possible
complex products of points drawn from the two sets. Beyond
multiplication, forming parallel or feedback connections of
uncertain transfer functions leads to addition and division
operations applied to sets. Following [4], we refer to these
various operations on complex sets as Minkowski operations.

Minkowski operations on complex sets are relevant to
other domains including computer-aided design [5] and
geometric optics [6]. More recently, the authors of [7]
use Minkowski products in analyzing the convergence of
optimization algorithms. The authors introduce the Scaled
Relative Graph which visualizes nonlinear operators as sets
in the complex plane. Composition of these operators then
involves computing Minkowski products. This can be used
to provide formal proofs of convergence with geometric
arguments.

Closed-form expressions of the sets resulting from
Minkowski operations are not known except for cases in-
volving relatively simple sets. The most widely studied case
involves discs in the complex plane which are parameterized
by their center and radius. This is sometimes referred to as
complex circular arithmetic [8]. The results of [1], [6], [7]
are limited to operations involving such disks.
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When exact closed-form expressions are not attainable,
one may instead seek to find an outer approximation. If done
through manual derivation, this quickly becomes a time-
intensive process which requires dedicated efforts for each
class of sets considered. For example, in [1], the authors
develop an outer approximation for the sum of two complex
discs.

As an alternative to manual derivation, an optimization-
based approach offers the promise of automating this process.
A recent body of literature demonstrates the versatility of
sum-of-squares (SOS) optimization for approximating semi-
algebraic sets with polynomial functions. Applications in-
clude encapsulating 3D point clouds [9], bounding regions
of stability for PID controllers [10], and representing unions
of sets with a single polynomial [11]. The main contribution
of this paper is a method for finding outer approximations
of Minkowski operations of addition, multiplication, and
division of an arbitrary number of complex sets that belong
to a fairly general class.

The rest of the paper is organized as follows. Section II
defines the sets and Minkowski operations considered and
reviews the generalized S-procedure for SOS optimization.
Section III sets up the problem and develops SOS-based
optimization problems for finding outer approximations to
the Minkowski operations. Section IV provides examples of
the resulting outer approximations. Section V concludes the
paper and discusses future directions.

A. Notation

Let r = x + iy be a complex number with magnitude r =

v/ 2?2 + y? and angle 6 = arctan(y/z). For £ € R™ R[] is
the set of polynomials in £ with real coefficients. The subset

Yl ={p=pi+p3+...+p}:p1,-..,pn € R[]} of
R[¢] is the set of SOS polynomials in €. Z (Z.) is the set of
non-negative (positive) integers. For convenience, we define
the following sets of indices

H=A{0,1,...,m},
\7:{1727"'771’}7
K={n+1,n+2,...,m}.

We use z[;) to denote element j of vector z € R™. Similarly
we use [j. to denote the vector [z(;] @[ji1) ... )t

Instead of Zz[j], we use me, when the dimension n
j=1 j
is implicit from the context.
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II. PRELIMINARIES
A. Representation of Complex Sets

Let R denote the set of points in the complex plane
between two polar contours, 7! (6)e? and r*()e?, evaluated
over the angle range 0 € [Ol, 04], i.e.,

R = {re”|0 <r'(0) <r <r“(0),0' <O <6}, (1)

Throughout we use the superscripts | and u to denote lower
and upper bounds. We use subscripts where appropriate to
distinguish between different sets of this form. Figure 1
provides an example of this notation for the following set:
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Fig. 1. Complex Set of the Form (1)

Remark 1. Our focus on sets of the form (1) is motivated
by applications in robust control where there is uncertainty
about the gain () and phase () of a transfer function at
a given frequency. Lacking additional insight, a common
assumption is that these variations in gain and phase are
independent and are described by simple interval bounds [3].
In (1) this corresponds to constant values for r! and r*. Our
setting is more flexible in that it allows the gain variation to
be a function of the phase.

B. Minkowski Operations on Complex Sets

Consider a family of n sets of the form (1) and let S
denote the set obtained by forming all possible complex
products. Following [6] we refer to this as the Minkowski
product

Sg={]] riltj e Ry.j €T} 3)
JjE€T
Similarly, we define Minkowski division as the set obtained
by forming all possible pair-wise complex divisions between
two sets:

S+ = {r1r2_1|r1 S R17r2 S RQ} (4)

The Minkowski sum is defined as follows:

Sg=1{>_rilr;eR;,je T} )
JjET

In this work we focus on two operations that often
arise in control applications. The first operation contains
multiplication and division as special cases:

Se = Tl et e e R, w
e {HrJHrk T, ERjrp € Ry, j €T, keK)
JET kek
(6)

The second operation extends the Minkowski sum to allow
inversion of some sets.

Spigr={D> 1+ 1.l ERj e €ERpjET, k €K}
jeJ kek
Q)

C. Generalized S-Procedure and SOS Optimization

In the development that follows, we will be interested in
solving optimization problems of the following form:

st g1(ér,aM)di (&) — &) >0 V& € X

92(&2,0%)da(&2) — f2(&2) =0 VE € Xy ®
9;(&5,a7)d; (&) — f;(6) =0 V¢ € X,
where
Xy = {&n|hnik(&n) >0,k =1,...,n4}. )

In each constraint, {; € R™ is a vector of free variables and
9i(&5,07),d; (&), f3 (&), hie(&5) € R[E;] are polynomials
of these variables. The coefficients o/ of g;({;,o’) are
explicitly listed to highlight that they are decision variables.
The objective is linear with each c; being a given weighting
of the decision variable vector o/. The constraints consist
of non-negativity conditions that must hold for all §; in
the semi-algebraic set A; which is described by polynomial
inequalities of &;. This is a set-containment condition.

The generalized S-procedure provides a sufficient condi-
tion for the set-containment to hold [12]. For each polyno-
mial inequality % ;(&;) describing the set X;, we introduce
a non-negative polynomial s;x(&;,3%) with coefficients
B7% as decision variables. We can then remove the set-
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containment conditions and solve the following problem.

J
min Zc{ah
Ry
st g1(€r,at)dy(€&1) — fi(€r)
- Zsl,k(fl,ﬂl’k)hl,k(fl) >0 V& eR™
k

Sl,k(glaﬂlk)zo vfleRnlakela"'vnl
92(&2,0*)da(&2) — fo(&2)
- Z sok(&2, B2FVhok(&2) >0 V& € R™
%

52,76(52352,]6)20 vaERn2ak€1a"'vn2

9i(&5,07)d;(&5) — f;(&;)
= siw(& BV k(&) =0 Vg R
k

Sj,k(fjaﬁj’k) >0 Vv fj c R"j,k S 1,...,7’Lj
(10)

The left hand side of each inequality j describes a polyno-
mial of free variables ¢; with decision variables o/ and 37"
entering linearly. We can replace each non-negativity con-
straint with the more restrictive condition that the polynomial
be a SOS polynomial. The resulting optimization problem
can then be written as a semidefinite program and solved.
Although we only show inequality constraints above, any
equality constraint A(§) = 0 can be represented by two
constraints h(§) > 0,h(€) < 0. In the development that
follows we focus on transforming problems of interest into
the form of (8). Once in this form, the subsequent application
of the S-procedure and SOS conditions is straight-forward.
Due to page limits we do not explicitly include this step.

III. MAIN RESULTS

We now develop a method for finding outer approxima-
tions of sets arising from the Minkowski operations defined
in Section II-B. Through a series of variable transformations
we pose this as a polynomial optimization problem with
set-containment constraints. The generalized S-procedure
outlined in Section II-C is then applied to obtain a convex
optimization problem which is readily solved.

A. Problem Setup

In general, closed-form expressions do not exist for the
sets Se resulting from the Minkowski operation denoted by
e. Here we focus on finding a set R, of the form (1) that
provides an outer approximation of S,. A natural objective
is to minimize the area of R, subject to the set-containment
condition S¢ C R,. This can be posed as an optimization
problem:

where

Re={re??|0<r!(0) <r<r*(h),0' <H<O"}. (12)

We wish to transform (11) into a polynomial optimization
problem which we can solve. To do so, we must choose a
basis for the functions 7!(#) and r*(#) which form our outer
approximation R,. We additionally assume the sets being
operated on are represented by contours which share this
chosen basis.

Assumption 1. We assume that each contour (0, ) is a
function of cosf and sin@ with associated real coefficient
vector «, i.e.,

7’(9, Oé) = Q[ + Q2] cos 0 + Q3] sin @ + Q) (COS 9)2 +...

= Zam (cos0)“ (sin0)" , ap; € R,uj,v; € N.
J

We will sometimes refer to this parameterization as a
polynomial of cosf and siné, as introducing independent
variables for each would yield a polynomial expression. This
parameterization readily admits an upper bound which we
will utilize.

Lemma 1. Let r(6, ) be a polynomial function of cos 0 and
sin @ with associated real coefficient vector a. The following
inequality holds:

13)

where:

(14)

Proof. Note the following inequality:
aj)(cos 0)™ (sin 0)"’ < ’a[j]’ Ve R,mneN (15)
The inequality for the polynomial follows immediately. [

Assumption 2. We assume that any set which is inverted has
a known, positive lower bound for v () which we denote r'.

@) >rl >0 v <o <o (16)

Assumption 2 ensures the set does not contain the origin
and therefore its inverse is bounded. The sets resulting from
the introduced Minkowski operations are then bounded as
well. This is important as seeking an outer approximation of
an unbounded set would be trivially infeasible. Knowledge
of the constant r! allows us to calculate an upper bound as
given by the following lemma.

Lemma 2. Let v be a point in Sgy . qy-1 as defined by (7).
Let Assumptions 1 and 2 hold. Then the following inequality
holds:

e <YF+Y )T VreSg g (D

0" €T ke
min / () — 7! (0)do !
rl(0),r(0) Jor (1) Proof. Given that r € Sgy, g1, there exists points r; €
s.t.  Se CRe Rj, v € Ry, j € J, k € K such that the following equality
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holds:

o =) i+ > ot

JjET keK

PR

jeT keK

< Z(f;) + Z(ﬂ%)_l Lem. 1, Asm. 2

JjeET ke

(18)

IN

Assumption 3. Let © denote the set of angles in S,:

© = {arctan(r)|r € So} (19)

We assume that we know © exactly so that we can specify
the lower and upper bounds 0',0% in our objective.

The range of possible angles is easy to calculate for the
product and division of complex sets as angles simply add
and subtract. For Minkowski sums of complex sets the set of
possible angles is not easily calculated. We discuss methods
for doing so in section III-D.

B. Minkowski Product and Division of Complex Sets

We seek to minimize the area of an outer approximation
of Sg. This can be posed as follows:
®

gu
min / r(0,a%) —r'(0,a)db
0

av,al fou
i
I I rje

; 20
s.t. (g, al) < 7\ < (0o, ") 0
H reetr
ke
v(9[0:771]77"[1:"1]) S
where X is the semi-algebraic set:
X ={(O10:m], T1:my) 00 = Z 0; — Z Ok,
jeg kek
2D

rh(0;) < vy <ri(0;),05<0; <0¢. €T

(k) < T < TE(0R), 0L < 0 < OF k€ K}

Given that we know the bounds 6;, 6,,, we can evaluate the
integral within our objective to eliminate the dependency on
6. This yields a linear objective in terms of the coefficients.

gu
/ (6, %) —ri(0,a)dd = cFal + T a®
ol

We introduce intermediate variables ¢; such that the sum of
angles defining 6y can be written as the sum of two angles.

The angle summation can then be replaced with the
following semi-algebraic set:

Z = {(O10:m)> Pp2:m—1))|00 = 101 + b2,

¢2 = calla + ¢3,
. 4)
Gm—2 = cm—20m—2 + dm—1,
Odm—1= Cm—10m—1+ cmOm}

We then obtain a superset of Z by replacing each equality
constraint with two constraints involving cos and sin.

Y ={00:m)s Sl2:m—1))|
cos by = cos(c101 + ¢2)
sin Oy = sin(c161 + ¢2),
cos g = cos(cabs + ¢3)
sin ¢ = sin(cabs + ¢3)

(25)

COS Pr—2 = €OS(Crn—20m—2 + Pm—1),

Sin @y —o = sin(cm—20m—2 + Gm-1) ,

€oS Ppp—1 = €08(Cm—10m—1 + cmbm) ,

Sin @pp—1 = sin(Cm—10m—1 + cmbm)}
Remark 2. ) is a superset of Z as the trigonometric
identities still hold when angles have multiples of 27 added.

Given we are working with periodic functions (Assumption
1) this is a subtlety of no consequence.

Recall the following trigonometric identities involving
angles a and b with signs c,, ¢, € {—1,1}:
(26)
27

cos(cqa + cpb) = cosacosb — cqepsinasind,
sin(cqa + cpb) = ¢y sinacosb + ¢, cosasinb.

Applying these identities we can write the constraints defin-
ing ) in terms of cos 0}, sin 0}, cos ¢y, sin ¢;. We then elim-
inate the trigonometric terms by introducing new variables
along with a quadratic equality constraint.

. 2 2
Zcp,, = €0SOn, 259, = sinby, 2e9, t 250, =1

YVheOUJUK
Reg, = COS ¢lazs¢z = sin ¢l7z3¢l + Z'zd’l =1
Vi=2,...,m—1

Next, we rewrite the angle constraints 92 <O, <O
in terms of z.,,%2s9,. In the new variables, the points
satisfying the angle interval constraint can be represented
by the intersection of the quadratic equality constraint and a
halfplane that passes through the points (cos 92, sin 02) and
(cos 0}, sin ). Figure 2 visualizes this for 6' = 0,0 = Z.
Defining the midpoint angle ¢ = 1(6} + 6}'), it can be
shown that the halfplane is the set of points (zc,, s, )

.- tisfying:
¢; =) _cnbn 22 > . s
! hzzj ay,Zco, + apzsg, = by (28)
where where
cn = +1, ifheJ (23) aj, = cos ;'  aj =sinb}", by, = cos b}’ cos O + sin 0" sin 6}
-1, ithek (29)
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Fig. 2. Constraints for Angle Interval

With this change of variables, the optimization problem
is rewritten as follows:

irllfguclTal +cla
s.t. rl(zcgo,zsgmal) H r < H T;
kek JjeT (30)
T2y 256005 ") H TR > H T
kex JjeET
v(zc(ﬁo:m] ) Z500:m]? 2CP2:m—1] 175 P[2:m—1] ) 7"[1:m]) eEW
where:
W= {(ZCO[O:m] » Z50[0:m] 7 FCP2:m—1]7 FSP[2:m—1]" r[ltm]) :
Zchy = Zchy Zepa T C1Zs01 Zsgpo
Zs0y = C1%s01 Zcgy T Zc01 Zsgpa
Zegy = ZeOyRegryr — ClZs0Zsdiprs L E2...,m—2
Zsgy = ClZs0,Zcgyin T 2c0Zs¢pyr, L€2,...,m—2
Zedim_1 = Zclp1Zc0m — Cm—1CmZs0p_1 26, (31)

Zspm_1 = Cm—1Z50,m_1Zc0, T CmZcl,,_1 20,
2 2
Zceh+25‘9h:1 hGO,...,m
2 2
Zc¢l+zs¢l:1 l€2,7m—1
!
’rh (Zceh ’ ZSQ;L) S Th S TZ(ZCQ;L) 259;1)

c X
ApZchy, + azzsﬁh > bh

hel,....m
hel,...,m}

This is a polynomial optimization problem with set-
containment constraints of the form (8). As outlined in
section II-C, applying the S-procedure and replacing non-
negativity conditions with SOS constraints yields a semidef-
inite optimization problem which can be solved.

C. Minkowski Sum of Complex Sets

Calculating the Minkowski sum of complex sets is more
involved as we must convert between polar and Euclidean
coordinates. In (7), points from sets R;,j € J are directly
summed while points from sets Ry, k € K are first inverted
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and then summed. The resulting Euclidean coordinates (x, y)
are given by:

x; =rjcosb;,y; =r;sind;,

Vr; R, 5 €T,
V1 ERk,kEK:.

We sum the Euclidean coordinates to obtain the point
(zo +1y0) € Sgy 1 -1~ We must then determine the angle
0o and non-negative radial distance of this point. This is
achieved with the following equations:

To= Y Th, Yo= D Un

heJUK heJUK
Tg = 1o cos by, rog >0

xp = cos O [Tk, yr = —sin by /1y,

Yo = T sin by,

The optimization problem is then:

gu
/ r(0,a%) — (6, a)dh
2

1

min

aﬂoc“’

. . (32)
s.t. 7 (0g, ') < rg < 7%(0p, "),
Y (010:m]» T[0:m]» T[0:m]> Y[o:m]) € X
where X is the semi-algebraic set
X = {(010:m]+ T(0:m]> T[0:m]> Y[0:m])
ro > 0,70 cos Oy = xg, 19 sin by = yo

ZTo = Z LhyYo = Z Yn

he JUK he JUK
rjcost; =x;,r;8in0; =y;VjeJ
reTr = cos Oy, Ty = —sin@p VEk € K
rh(60;) <y <ri(9;),65 <6; <0 Ve
r(0r) <1 < T0k), 0L < 0, <OV VE €KY

Following a similar procedure as before, we first integrate
the objective to eliminate the dependence on 6. We then
introduce new variables for the trigonometric terms:

(33)

Zef),, = COS Qh, 250, — sin G}L
VheOUJ UK

With this change of variables the optimization problem is
rewritten as:

2 2 _
Zceh + Zseh =1

min ¢ ol + cZoz“
al,av
s.t. T (Zehy s 2500, @) < 7o (34)
T (2e0,, 2569, @) > T
v (ZcG[o;m] » Z50(0:m) 5 T[0:m] > L[0:m] 5 y[O:m]) EW
where WV is the semialgebraic set:
W= {(269[0:771] y Z50(0:1m1 2 T'[0:m] s L[0:m] y[O:m])
ro > 0,29 = Z Th, Yo = Z Yn
heTJUK heJuk
T0Zchy = Z0,T0%2s09 = Y0,
TiZeo; = Tj Tizs0; =Yj, V€T (35)
TkTk = 2¢Oy, TkYk = —Zs0y> Vkek
Zg@h —|—z§9h =1 he0,....,m
T;L(ZcehaZSGh) Srh STZ(ZCGh’ZSQh) he L...,m
apzeo, +apzso, >bp hel,... m}
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As before, applying the S-procedure followed by replacing
the non-negativity conditions with SOS constraints yields a
semidefinite optimization problem which can be solved.

D. Determining the Angle Interval

As stated in Assumption 2, we assume that we know
the exact set of angles © contained in the set S,. For
the Minkowski sum this is not readily calculated. Here we
outline an iterative approach for conservatively bounding ©
within an interval © = [#', §“] such that © C ©.

We initialize our estimate to © = [0, 2x]. If © is a strict
subset of this interval, then there exists an angle ¢ such
that ¢ € S \ ©. Along this angle, there is no element of
S, constraining 7! (1, a*) and 7% (1), a*). Thus our objective
which minimizes r%(0, a*) and maximizes (0, a!) would
be unbounded. To resolve this, we add a known upper
bound on 7!(6, a') and a known lower bound on 7%(6, a®).
For r*(0,a") we use the trivial lower bound of zero. For
r'(6,a!) we make use of the bound provided by Lemma 2.
To enforce these bounds, we augment problem (34) with the
following conditions in which 6 is replaced by z.q,, zs6,:

Tl(zceoa 2500 al> < Z(f;) + Z(dc)_l V(ZC%’ 2590) %
JjET kel
T2y, 2500, Q%) > 0 Y (2cays Zs0,) € V
(36)

where

V = {(20907 2500)|Z300 + 2390 = 1} (37)

We solve this augmented problem and then examine the
bounding contours (6, a!), r*(#,a"). For any angles 1 at
which the lower bound exceeds the upper bound (r!(1)) >
r* (1)), we can conclude that ) ¢ © and update our angle
interval © appropriately. We then repeat this process, solving
the augmented problem with the tighter approximation of ©,
examining the resulting bounds to further tighten the interval
O and repeating. We stop once the returned bounds satisfy
() <r“(9)Vo € O.

As an aside we note that determining the range of angles
in SGB +e- can also be solved via global optimization
methods using branch-and-bound techniques. Our initial ex-
perience with this approach yielded solutions in under a
second for the examples considered herein.

IV. EXAMPLES

A. Minkowski Product Example

Consider the following set formed from Minkowski prod-
ucts and division:

S =RIQR2:®Q(R3s@R4) " (38)
where each set R; is as shown in Figure 1.
; 1 1
Rj:{re%0|1+isin9§r§§—z COSH,Ogﬂgg} (39)
j=123,4

By inspection, the possible angles of S are © € [—2F, 2],

Limiting ourselves to 4M-order contours we solve the SOS

\ r(60)
15 N ‘é 7"](0)
-=-=0€lf 6,
1L i { - Sampled Points in S| |
05
>
ol
0.5
-1+ ,
4
’
15 L ya L L L L L
15 -1 05 0 0.5 1 15 2
T
Fig. 3. Outer Bound of Minkowski Product (38)

form of (30). Figure 3 plots the resulting contour along with
points sampled from S. Empirically the outer approximation
is close to the true contour suggested by the sampled points.

B. Minkowski Sum Example

Using the same sets as in the previous example, we now
find an outer approximation for the following Minkowski
sum

S = RiGR2B(R3) "' P(R4) ™!

We do not know the possible range © of S so we use
the iterative approach previously outlined. For the given set
operation, it is straight-forward to obtain an upper bound on
rof 2 x 1.75 + 2 x (0.75)"! = 6.1667. We impose the
conditions 7! () < 6.1667 and r*(#) > 0. We then solve the
SOS form of (34) conservatively assuming ! = 0, 0% = 27
and augmenting the problem with the bounds of (36). Figure
4 plots the resulting bounds as a function of §. Examining the
plot it is seen that r!(0) < r“(¢) for § € [—27.1°, 40.6°].
Outside of this interval, r'(f) approaches its upper bound
of 6.1667 and r*(f) approaches its lower bound of zero.
We again solve the problem now with §' = —27.1° % =
40.6° and obtain the dashed lines in Figure 4. With the
new bounds, 7!() < r*(f) for § € [~27.1°, 40.4°]. We
again solve the problem with our slightly tightened angle
interval. The resulting bounds have 7!(§) < r%(0) for all
6 € [—27.1°, 40.4°]. At this point we can no longer improve
our estimate of © so we stop. Figure 5 plots the resulting
contour along with points sampled from S. Empirically the
outer approximation is close to the true contour suggested
by the sampled points.

(40)

C. Implementation Details

All examples were solved on a MacBook Pro with a
2.6 GHz 6-Core Intel Core i7 CPU. The SOS module of
YALMIP [13] was used in conjunction with MOSEK [14].
Solving the Minkowski product example took 53 seconds.
Solving the Minkowski sum example took 801 seconds for
a single iteration (three iterations total).
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Fig. 5. Outer Bound of Minkowski Sum (40)

D. Computational Complexity

Our current implementation utilizes a dense monomial
basis for each multiplier s(&, 3). This consists of all possible
monomials formed from the free variables £ up to a given
degree (2 in the examples herein). This grows combinatori-
ally as we introduce more sets (and associated free variables).
The resulting increase in the semidefinite program size limits
scalability. This can be partially improved by using a more
informed approach to selecting the underlying basis [15].
More promisingly, our chosen problem formulation provides
a natural decomposition method. As each operation (sum,
product) returns a set that is of the same form as the input,
we can easily decompose a problem consisting of many terms
by first forming outer approximations of sub-expressions.
We can then solve the full problem with the sub-expressions
replaced by their outer approximations.

V. CONCLUSIONS

In this work we developed optimization-based methods
for finding outer approximations of Minkowski sums and
products of complex sets. These operations are relevant
to problems arising in robust control. Through appropriate
variable transformations we posed this as a sum-of-squares
optimization problem which is readily solved by off-the-
shelf solvers. Examples provided empirical evidence that the
resulting approximations are good.

In the future we plan to improve the scalability of our
method by considering problem decompositions. Addition-
ally, while our current form assumes the sets are modeled
with polar coordinates, we plan to extend our method to
supports sets that are more naturally described using Eu-
clidean coordinates. Lastly we plan to use these techniques
as building blocks for certifying the robust stability of
networked dynamic systems.
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